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RESUMEN 

 

 

La inteligencia artificial (AI) y el aprendizaje profundo (ML) se han empleado para el entrenamiento y 

tratamientos de datos masivos, permitiendo la mejora de los sistemas y haciéndolos más inteligentes 

a la hora de tomar decisiones. El (SER) es un área de investigación de la voz para el reconocimiento 

de emociones atreves del habla, evalúa la señal de la voz y clasifica las distintas emociones. En los 

últimos años, los avances tecnológicos del aprendizaje profundo han ayudado al (SER) a detectar y 

clasificar las emociones con eficacia ya que los métodos de procesamiento de la señal del hablar 

representan dificultades por la variedad de las frecuencias de las emociones como son la de feliz, 

enojo, triste, neutral entre otros. En este estudio hemos utilizado una arquitectura de redes 

convolucionales profundas (DSCNN) para implementar el modelo del (SER). Esta utiliza las redes 

simples para aprender las características salientes y discriminativas a partir del espectrograma de las 

señales del habla, generados por medio del conjunto de datos RAVDESS, se consideraron 8 emociones 

para el análisis y clasificación de emociones, se obtuvo un resultado de predicción del 61%. 

Posteriormente se propuso una implementación de la (DSCNN) en el área de psicología para 

determinar los diagnósticos y tratamientos de personas que padecen depresión y ansiedad. Con la 

ayuda de esta red neuronal profunda en el futuro se podría obtener un diagnóstico eficaz y reducir el 

tiempo en los tratamientos. 

 

 

 

 

 

Palabras claves: aprendizaje profundo, inteligencia artificial, reconocimiento de emociones del habla, 

psicología, espectrogramas del habla. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



8 
 

ABSTRACT 

 
 

Artificial intelligence (AI) and deep learning (ML) have been used for training and processing 

of massive data, allowing the improvement of systems, and making them more intelligent when 

making decisions. Speech Emotion Recognition (SER) is an area of voice research for speech 

emotion recognition, evaluating the voice signal and classifying different emotions. In recent 

years, technological advances in deep learning have helped (SER) to detect and classify 

emotions effectively, as speech signal processing methods are difficult due to the variety of 

emotion frequencies such as happy, angry, sad, neutral and others. In this study we have used 

a deep convolutional network architecture (DSCNN) to implement the (SER) model. This uses 

simple networks to learn salient and discriminative features from the spectrogram of speech 

signals, generated through the RAVDESS dataset, 8 emotions were considered for the analysis 

and classification of emotions, a prediction result of 61% was obtained. Subsequently, an 

implementation of the (DSCNN) was proposed in psychology to determine the diagnoses and 

treatments of people suffering from depression and anxiety. With the help of this deep neural 

network, an effective diagnosis could be obtained in the future and treatment time could be 

reduced. 

 

 

 

 

 

 
Key words: deep learning, artificial intelligence, speech emotion recognition, psychology, 

speech spectrograms. 
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1. INTRODUCTION 

 

Information technologies continue to evolve as time goes by, emerging new research on these 

technologies, such as the internet of things, big data, deep learning, and machine learning. 

(Ramos, 2014). 

 
With the help of technologies, the field of psychology has taken a great step forward in 

understanding the pathologies of patients, because its goal is to achieve a combination of 

parameters that best fits a given problem. 

 
Mental disorders are associated with external factors such as social environment, culture, and 

life experiences. This makes the study of psychiatry intricate since the great number of variables 

depend on and interact due to these factors creating a complexity to obtain an adequate 

treatment. Computational psychiatry provides us with solving complexity in 2 ways, theory-

driven computational approaches employ mechanistic models to make explicit hypotheses at 

multiple levels of analysis and data-driven machine learning approaches can make predictions 

from high-dimensional data and are generally agnostic as to the underlying mechanisms 

(Rutledge et al., 2019). 

Mental health problems have been increasing in recent years, and current treatments have not 

made any change, patients are still years in therapy and taking medication without any 

improvement in most cases, as mentioned before the large number of variables make it so 

complex to obtain a specific, effective, and short-lived treatment. (Benhamou, 2020). 

The development of applications that simulate a psychotherapist or provide psychological care 

with machine learning algorithms and deep learning are booming because now people pay more 

attention to their mental health, and not all people have money or time to go to the psychologist. 

These applications allow online care and can keep track of their daily states and at the end of 

the month they can get a report, generating a data and associating the stored data with existing 

pathologies, they manage to give a diagnosis. 
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2. LITERATURE REVIEW 
 

2.1 Study of dyadic social interaction using a simulator. 
 

The dyadic interaction is fundamental to determine the behavior of the people involved in the 

study, and thus be able to develop a program with the relevant algorithms, predicting how the 

interaction between patient and psychotherapist could be. 

 
There are several types of research that allow the study of the social interaction of people in a 

dyadic interactive encounter by means of simulated programs. One of these is the creation of 

an (SBS) called "Eliza", the peculiarity of this model, with respect to other programs, is that it 

uses data obtained from a real person by means of a survey. (Tardón, 2008). 

 
How the program works 

 
 

A possible systematization of the interactive sequence, a set of relevant categories in a social 

situation and a probabilistic decision-making model based on internal variables and the sex of 

the person with whom the simulator interacts are introduced, the simulator was applied to 

several groups of participants and finally the data resulting from the interactions were analyzed 

to assess the validity of the model. 

 
This consisted of a reactive verbal interaction structure, the "Eliza" program, and a series of 

personalities or scripts, which were a set of keywords and their associated transformations, for 

a particular type of communication. 

 
Any interaction model must necessarily have two elements defined: what is the interaction 

sequence and what system of action and emotion categories is used. The results indicate that 

the key factor in the interaction with simulated beings is immersion and that immersion depends 

mainly on familiarity and the program interface. 

 
The future application can be open to many fields, from the simulation of real patients to test 

possible interventions, to models to teach psychologists what can be the "anomalous" social 

behavior of certain pathologies, being able to experiment with it in an interactive way. 
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2.1.1 Artificial intelligence (AI) as it could help in medical treatments. 

 
The field of artificial intelligence (AI) has evolved from its humble beginnings to a field with 

global impact. The definition of (AI) varies according to the thinking of each expert or 

technology insider for (Kaplan and Haenlein 2019) define "AI as the ability of a system to 

correctly interpret obtained data, learn from that data, and use those learnings to achieve specific 

goals and tasks through flexible adaptation." (Bartneck et al., 2021). 

AI initiated the creation of machine learning and deep learning algorithms which allow to 

collect macro data, study it and learn from it to then give a prediction of a situation or area of 

study. It is currently the most widely used technology because it is versatile and can be applied 

to any area such as business, finance, entertainment, among others. But the area that interests 

us in this article is in the medical and more specifically in psychology. 

 

2.1.2 Machine learning: brief description 

 
Machine learning uses quantitative models to induce general principles underlying a set of 

observations without explicit instructions. Such algorithmic methods are characterized by 

 

1) Make few a-priori assumptions 

2) Let the data "speak for itself". 

3) The ability to extract structured knowledge from large data. Its members include 

supervised methods, such as performing vector machines and neural network 

algorithms, specialized to obtain the best possible prediction result, as well as 

unsupervised methods, such as algorithms for data clustering and dimensionality 

reduction, effective for discovering new statistical configurations in data. (Bzdok et al., 

n.d.). 

2.1.3 Types of ML applications focused on mental health 
 

1. Main data domains for ML in mental health. Four main types of data that serve to 

extract information to be analyzed and studied by ML algorithms can be identified: 

sensors, text, structured data, and multimodal technological interactions. 

 

Sensors: the use of sensors in smartphones allows data collection, audio signal analysis. 

(Van Den Broek et al., 2013). 

Text: social media posts are a great source of data, text message content can also be 

extracted, as well as clinical suicide notes (Nobles et al., 2018). 
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Structured Data: these can be clinical records, questionnaire evaluation. (Jain & 

Agarwal, 2017). 

 
Complex multimodal systems: They are based on the everyday technology of a robot or 

virtual agent with respect to its interactions with real people (Rastogi et al., 2018). 

 
2. Type of ML applications for mental health: Models that have been successfully 

developed in the main areas of mental health: 

Symptom compression, detection, and diagnosis or in mental health outcome reports. 

ML algorithms provide early diagnosis and monitoring of pathological conditions 

through speech which analyzes their characteristics (Chang et al., 2011) as well as mood 

detection through data obtained from cell phone applications. (Morshed et al., 2019). 

Dyadic interaction: Allows assessment of the patient and his or her relationship with 

the physician and improvements in the treatment (Rastogi et al., 2018). 

 
3. Mental health behaviors or conditions according to the objective: the aim is to improve 

mental health treatments by determining which2 are the behaviors or conditions, for 

example: depression that leads to suicide in certain cases, anxiety, stress and how it is 

reflected in moods, as well as post-traumatic stress disorders and schizophrenia that 

lead to drug abuse. 

2.1.4 Use of machine learning algorithms to determine psychological pathologies 

 
Machine learning allows us to obtain data on different types of approaches to a patient's mental health 

and on their relationship with the psychotherapist. As well as to assess psychotherapy, the following 

table will show the applications of machine learning algorithms. 

 

Table 1. Use of ML algorithms to identify psychological pathologies. 
 

Data domain 
(sensors) 

Target ML Approach What for? Pathology Reference 

Audio Detect 

symptoms 

Development of a 

weak supervision of 

learning framework 

for social detection 

of anxiety and 

depression by audio 

by long clips 

including a novel 

feature model the 

technique is 

(NN2Vec). 

To detect high- 

level social 

speakers and 

their symptoms 

that do not 

require extensive 

equipment or 

clinical training. 

Anxiety (Salekin et 
al., 2018) 
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Accelerometer 

detection 

Symptoms 

condition 

Development      of 

multiple  ML 

models to detect the 

presence and level 

of depression in 

motor activity 
recordings. 

To accurately 

detect the 

depression and 

obtain an engine 

activity 

Depression (Frogner et 

al., 2019) 

Multiple 

detection 

Symptoms 

condition 

Development of a 

continuous method 

for stressful event 

detection using a 

commercial wrist 

device. 

To assist in self- 

management of 

wellness   to 

develop a stress 

detection 

through  an 

application that 

can be used 

through a cell 
phone. 

Stress (Gjoreski et 

al., 2016) 

Multiple 
Understanding 

(body) 

Predicting 
risks 

Development of a 

system based on a 

cloud architecture to 

collect and process 

body sensor data in 

real time, as well as 

additional patient 

information to assess 

suicide risks. 

It effectively 

prevents atypical 

and suicidal 

mental states in 

patients. 

Suicide (Rabiul 

Alam et al., 
2014) 

Messages 

(Chat 
application) 

Treatment 

Improvement 

Use of ML tools to 

assist potential 

supporters of text- 

based mental health 

issues allows for 

real-time evaluation 

of the quality of 
training. 

Evaluate       and 

improve         the 

quality of 

responses Silby 

provides 

Mental 

Health 
(Generic) 

(Wilbourne 

et al., 2018) 

Questionnaire 

(Mental 

Health 

Registry) 

Mental health 

compression 

Development of 

Bayesian models to 

improve and 

understand the most 

significant 

To better 

understand 

factors 

influencing 

mental health in 

Depression  

 (Galiatsatos 

et al., 2015) 

 
 

  symptoms in 

patients with 

depression. 

patients with 

thoughts of 

death. 

  

Questionnaire Symptoms Development of a To provide a State of (Spathis et 

detection condition multi-task RNN useful tool   for mind al., 2019) 
  encoder-decoder to use in the early   

  learn patterns of diagnosis of   

  different users and mood problems.   

  serve to predict    

  their moods.    
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2.1.5 Deep Learning: brief description 

 

Machine learning provides more viable solutions to complex real-world problems with the 

ability to improve through experience and data. Although machine learning can extract patterns 

from data, there are limitations in processing raw data, which relies heavily on hand-designed 

features. For this reason, deep learning is more promising as it manages to discover effective 

features as well as assignments from data for specific tasks. 

Deep learning can learn complex features by combining simpler features learned from the data 

(LeCun Y, Ranzato M). 

2.1.6 Types of deep learning algorithms 
 

Deep Neural Networks (DNN) 

Consisting of an input layer, multiple hidden layers, and an output layer, they can be classified 

as MLP, SAE or DBN. Among all the algorithms are the most recognized and successful 

because they allow to analyze a large amount of data as hierarchical representation learning 

methods could discover unknown patterns. 

 

Convolutional Neural Networks (CNN) 

They are mostly used for image recognition, as their architecture consists of nonlinear layers, 

seizure layers, and clustering layers. CNNs are designed to process multiple types of data, 

especially in two-dimensional images, in the case of the study of mental health could be used 

to analyze the cerebral cortex. 

 
Recurrent Neural Networks (RNN) 

 

They are designed to use the sequential information of the input data by means of cyclic connections 

between building blocks of perceptrons. These networks are not as deep as DNNs and CNNs, in 

terms of numbers of layers, because of their capabilities RNNs allow mapping a variable length 

between one sequence and another or a fixed size prediction. 
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3. METHODOLOGY 
 

3.1 Proposed algorithm (CNN) based on Deep Stride Neural Network Architecture 

(DSCNN) for the identification of psychological pathologies. 
 

The area of voice research in the field of (AI) is booming due to the use of voice assistants that 

are increasingly immersed in the daily lives of people, however it is not the only use, there are 

also call systems such as those used by call centers that can identify customer emotions through 

the voice and thus to serve them in an appropriate manner, But what is behind these, the 

technology used is not only the hardware, the key is the machine learning algorithm or rather 

the deep learning which allows a more complex processing of voice synthesis allowing the 

improvement of human-machine interaction. 

 

We have already seen in which aspects of psychology machine learning algorithms can be used, 

but the real focus of study will be on neural networks (CNN) and on an architecture that further 

deepens speech recognition by emotions which is the (DSCNN). 

3.2 Speech Emotion Recognition (SER) 
 

In the last decade there have been many studies and technologies that enable human-computer 

communication and one of them has been the research area of speech emotion recognition 

(SER), this technology is developed to recognize and identify the different emotions that a 

human being can transmit through his voice, it also plays an important role when it comes to 

human-machine interaction in real time. Researchers are working in this field to find certain 

characteristics ranging from the most effective to the most discriminative of speech signals. 

This allows the process of classifying speech signals to become more concrete, and thus to 

determine the emotional state of the speaker. 

The process of selection and extraction of the most outstanding and discriminative 

characteristics has a high level of difficulty, therefore the implementation of artificial 

intelligence focused on deep learning is needed to find the most robust and outstanding 

characteristics of the SER. 

3.3 How would (SER) help us when determining a psychological diagnosis? 
 

Implementing this technology combined with a deep neural network in a medical system would 

allow us to recognize the emotional state of the patient through their voice, by analyzing, 

 

identifying and classifying emotions. Most patients do not say how they feel when they are in 

front of the medical specialist and sometimes, they lie about their states so that they will never 

have to attend a consultation again or the psychologist will stop asking questions. 
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The (SER) works in real time so it would decrease the time of diagnosis of the patient and the 

doctor could treat the patient more effectively and reducing the time of treatment. When one 

goes to a session we are asked about a lived experience and thus have a record in which we can 

find the cause of the psychological condition of the patient, and therefore this leads to many 

sessions, however with the help of the (SER) we could detect their emotions when talking about 

the lived experience and denote what is the level of affectation of that experience. 

3.4 SER operation 
 

This system starts by extracting the characteristics of a speaker's speech, then classifies them 

depending on the different existing emotions and predicts the type of emotion of the speaker. 

There are many ways to use speech recognition among them we have deep learning algorithms 

such as deep neural networks (RNN), long term memory (LTSM) and finally convolutional 

networks (CNN) that we will use in this study, among others. 

The use of neural networks increases the computational complexity and therefore many 

problems arise when running the algorithms and give a result with greater assertiveness, among 

these cases we have the use of the (RNN) together with the short-term memory (LTSM) these 

allow sequential analysis to train the data, but due to its level of computational complexity is 

difficult to train. For that and other reasons it is much more effective to use (CNN) but with a 

different structure such as (DSCNN) which uses special strides to detect hidden patterns in 

speech signals for top-down sampling of the feature map. Speech Emotion Recognition (SER) 

is the natural and fastest form of human-computer exchange and communication and plays an 

important role in real-time applications. (Mustaqeem & Kwon, 2020) 

3.5 Proposed Model 
 

The proposed algorithm uses a discriminative convolutional neural network for the classification 

of emotional states, which allows the learning of discriminative features of the voice by using 

spectrograms. The CNN architecture will have input layers, convolutional layers, a flat layer, and 

fully connected layers, and at the end the use of a classifier such as SoftMax. For this neural 

network model, it was necessary to use spectrograms, because they contain relevant information. 
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Table 2. Study model of a system based on the recognition of emotions of the individual  

assisted by (CNN). 
 

What type 
of system? 

What kind of 
algorithm? 

What 
architecture 
do you use? 

Through 
what? 

Which study do 
you use? 

How is the 
data 
processed? 

Intelligent 

affective 

computing 

monitoring 

system 

Convolutional 

Neural 

Networks 

Algorithm 

The Deep 

Stride CNN 

Neural Network 

Architecture 

(DSCNN) 

They use a 

sensor in 

the 

microphone 

which 

allows 

digital 

voice 

signals to be 

analyzed 

and 

processed. 

They use the 

strategy of 

simple networks 

to learn the 

salient and 

discriminative 

features  of 

convolutional 

layers. 

Spectrograms 

of voice 

signals     are 

sampled, as 

the network 

learns         it 

could more 

assertively 

identify  the 

condition of 

the 

individual. 

 

3.6 Data Collection Methods and Techniques Used 

 
3.6.1 Spectrograms 

 

They are a 2D visual representation of speech data of the being due to this allows us to identify 

the different variations of the frequency and intensity of the sound over a period, in short 

allows us to determine the quality of the voice signal. By means of the Short- Term Fourier 

Transform (STFT) the speech signal can be calculated, which is represented by time-frequency. 

 

 

Figure 1. Spectrograms of different emotions 

Spectrogram preprocessing  

 

For the results of the algorithm to be more accurate and efficient, the audio signals must be 

cleaned, this is a relevant part of the data preparation process. Any type of noise and any other 

not so important information of the voice signal is eliminated, for this process the adaptive 

preprocessing based on thresholds is used. 

 

 

3.6.2 Detailed description of the DSCNN creation process 
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For this study we used a functional model of the DSCNN neural network hosted in the GitHub 

repository, which we downloaded and tested to verify the functionality of the code. 

One of the obstacles to implement the SER is the dimensioning of the signal using 2D CNN. 

Because of this, the representation is modified from 1D to 2D to fit the 2D CNN model 

perfectly. Using this model will allow us to learn more in depth the high-level characteristics of 

the speech signal. The spectrograms we are going to use are from the RAVDESS database 

which allows us to represent the audio file. 

 
 

3.6.3 Architecture 
 

The CNN neural network consists of several layers in a sequential pattern. This model is 

composed of several convolution layers, clustering layers and fully connected layers and 

SoftMax unit. The CNN model with deep stride is based on the simple neural networks, adapted 

for the (SER) and using a modification in the clustering layers. This neural network is the most 

suitable for the implementation of (SER) as they are specially designed for computer vision 

recognition, thus giving us a more accurate and efficient result than other deep learning 

algorithm. 

 

We used a simple CNN model to extract high-level salient features using deep stride after 

obtaining speech spectrograms. 

The model consists of five convolution layers with a linear unit (ReLU), three layers of 

maximum clustering followed by batch normalization (BN) and three layers fully connected to 

a SoftMax, which allows us to classify the probabilities of the speaker's emotions. The 

generated spectrograms are taken as input and convolutional filters are applied to them, which 

are learned while training allowing to obtain feature maps. The probing layers gather the 

maximum activation functions of the feature maps, thus reducing the dimensionalities. In the 

fully connected layers, all input layers are related to the other neurons in the layer. And to finish 

the process the SoftMax does its job of classifying the emotions. 

 

The spectrograms generated by the RAVDESS database are taken as input. The first 

convolution layer consists of 96 filters with a kernel size (11x11) and the incoming spectrogram 

size is (224x224x3) with padding and Stride (4x4) pixels to effectively adjust the dimensionality 

of the data. Similarly, the second convolutional layer has 256 filters with a kernel size (5x5) and 

Stride of (1x1). 

 

 

 

 Convolutional layers 3 and 4 have the same amount of filter which is 384 with a size of (3x3) 
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and Stride of (1x1). The last layer has a filter of 256 with a size of (3x3) with a Stride setting of 

(1x1) pixels. A rectified linear unit (ReLU) which is an activation function is used. In addition, 

batch normalization is performed to improve the stability and performance of the model. 

 
Finally, a flattening layer that converts the shape of the data into a vector is used after the last 

convolution layer. The output of the flattening layer is sent to the fully connected layers. In the 

fully connected layers, we have the first and second layers have 4096 and the third layer has 

1000 neurons. Finally, for classification we have the SoftMax, which are fed with the extracted 

features. 

 

Figure 2. Neural network architecture (DSCNN) for emotion recognition. 

 

3.7 Data analysis methods and techniques 

 
3.7.1 RAVDESS data set 

 

For this neural network model, we used the Ryerson Audio-Visual Database of Emotional 

Speech and Song (RAVDESS) which contains a complete dataset of 7356 files, with a weight 

of (24.8 GB) of audio video, voice, and song. 

It is a dynamic and multimodal set consisting of facial and vocalized expressions in American 

English. The database has 24 actors who vocalize lexically making their neutral American 

accent noticeable by showing emotions such as neutral, sad, calm, angry, happy, disgusted, 

fearful, and surprised are the 8 emotions of self-talk used in this model. Only 1440 audio files 

were used for this study. 

 

 

 

 

 

 

 

 

Table 3. Detailed description of the data set on the number of audios for each emotion 
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Emotion Speech Sample Count 

Neutral  

Calm 192 

Happy 192 

Sad 192 

Angry 192 

Fearful 192 

Disgust 192 

Suprised 192 

Total 1440 

 
Table 4. Number of actors contained in the DSCNN model system 

 

Genre No. of Actors Number of audios 

Woman 12 1440 

Man 12  

 

3.7.2 Configuration of the proposed model 
 

Python and its libraries such as librosa, numpy, matplolib, tensorflow, keras and pandas, among 

others, were used to develop the code. 

To treat the input audio sets we used the librosa library which allows the analysis and processing 

of the time frequency and the extraction of audio features resulting in the spectrogram. Before 

modeling, we structured the data architecture with the panda library, creating a directory of files 

and creating a function for the extraction of the emotion and labeling it with a genre depending 

on the actor. For the neural network model, the keras library was used since it is designed to 

build each neural network in blocks. The number of emotions used was 8 emotions, we trained 

the model for 100 epochs with a learning rate of 0.000001. 

 

The training was performed on a single Ryzen 5 GPU with 12 GB of RAM, only a single 

experiment of the DSCNN model was done was trained with the processed spectrograms and 

the model accuracy, recognition or prediction rate was evaluated 

 

 

 

 

 

 

 

 

4 RESULTS 
 

4.1 Experimental results 
 

In this study, a deep convolutional neural network (DSCNN) was trained on the RAVDESS 
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database, and its performance was evaluated. The model was trained with 100 epochs and its 

prediction performance was tested, respectively as shown in Table 5, as well as the recall, f1 

score, weighted and unweighted accuracy of the model on clean spectrograms and using the 

RAVDESS dataset. 

Table 5. Performance of the DSCNN model with training of 100 EPOCHS 
 

 Precision recall F1-score Support 

Angry 0.94 0.74 0.83  

Calm 0.67 0.87 0.76  

Disgust 0.80 0.65 0.72  

Fearful 0.79 0.50 0.61  

Happy 0.53 0.54 0.54  

Neutral 0.68 0.62 0.65  

Sad 0.28 0.55 0.37  

Suprised 0.85 0.44 0.58  

Accuracy 
  

0.61 288 

macro avg 0.69 0.61 0.63 288 

weighted avg 0.70 0.61 0.63 288 

 
 

4.1.1 Matrix of Confusion 
 

For the proposed DSCNN architecture the numerical confusion matrix plot with 100 training 

epochs. It is observed that the prediction performance of anger, calm, disgust, happiness, 

neutral, sad, surprised are less than 50%. However, the overall accuracy of the model is 61%. 

This matrix allows us to obtain the number of correct and incorrect predictions showing the 

actual predicted values diagonally and the confusion between them in the corresponding rows. 

 
 

 
 

Figure 3. Confusion matrix of the RAVDESS data set with 100 epochs. 

 

According to the RAVDESS confusion matrix, the highest results obtained for anger, calmness 

and disgust were 29%, 33% and 24% respectively. The lowest accuracy score was 15% and this 

belongs to neutrality. For measure F1, the highest results were 83%, 76%, 72% for anger, 
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tranquility, and disgust, and the lowest result was 37% for sad. The highest accuracy rates were 

94%, 85%, 80%, 79% and they were for anger, surprise, disgust, and fear, for the lowest rates 

are 28% and 53% which are for sad and happy. 

 
4.1.2 Training and validation graphs showing performance and losses. 

 
 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Shows system performance and illustrates training and validation accuracies and losses. 

 
4.2 Comparison of results using the DSCNN model 

Table 4. Comparison of the model with other authors 

 

Data Set Accuracy Author 

RAVDESS 61% Our model 

RADVESS 81% (Mustaqeem & Kwon, 2020) 

SAVEE 68.3% (Wani et al., 2020) 

 

5 DSCNN MODEL IMPLEMENTATION PROPOSAL 

 

5.1 Identify patterns in the voice by means of the (DSCNN) 
 

Traditional speech emotion recognition models have limited capabilities, as they can only 

identify a limited number of short words to classify emotions. The problem with these 

algorithms is that natural language has many facets such as accent, semantics, context, and 

foreign language words. 

With the design of the deep convolutional neural network (DSCNN) improves the analysis 

and classification of emotions, because its algorithm is developed to process a large set of 

data, allows greater accuracy, and manages to learn and adapt to the different changes in the 

speaker's way of speaking and languages. Our model is not only better, but the database 

(RAVDESS) it uses has speech files and not only specific words, so it can be trained for real-

time querying. 

 
 

5.1.2 How would patterns be identified? 

 

By using this model we could use it in real time, which would allow us to capture the frequency 

of the voice and create a spectrogram, which will then be analyzed and classified depending on 
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the emotion that the speaker transmits, the therapist will have the results instantly, but to create 

a pattern would need that through the results a record of the patient's voice is created, before 

the therapist asks specific questions and during the therapeutic session, since in most of the 

procedures they ask about the close relationships of the individual, their likes, problems and 

most importantly the experiences lived, in this we can detect through the algorithm if the patient 

when answering these questions, is physically expressing this emotion or the hidden ones of the 

health professional. For example: if the patient was asked what he felt when his father left him 

and he answered "nothing", the psychologist would only write down in his notebook what he 

thinks of the patient, but, even if he sensed that the patient feels sad, he would not know exactly 

if it were that emotion or another that the patient feels at that moment, however, with the help 

of the algorithm we could detect and know precisely if the type of emotion that the patient reflects 

is the correct one or another. 

 

Figure 5. Pattern identification process 

 

5.1.3 Determine what psychological pathology the patient suffers from by identifying 

patterns. 

 

The human being has 27 emotions according to a study conducted at the University of Berkeley. 

There are 6 basic or primary emotions such as happiness, sadness, anger, surprise, and disgust, 

from these the other emotions are derived, for this reason the complexity increases at the time 

of recognizing a specific emotion that corresponds to the physiology of the patient and allows 

to identify why he/she has a certain type of behavior. 

 

5.1.4 Most frequent Psychological Pathologies in society. 

 

Mental illnesses have been on the rise in recent years, but two of them top the list as the most 

common or frequent in the population and these are depression and anxiety, WHO estimates 
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that it affects 3.8% of the population, including 5% of adults and 5.7% of adults over 60 years 

of age. Worldwide, approximately 280 million people suffer from depression and some 264 

million from anxiety. 

 

The number of people suffering from these mental illnesses was already shocking, now it has 

become a bigger problem, since the beginning of the COVID-19 pandemic caused hundreds of 

millions more people to develop depressive and anxiety disorders. A study was conducted, and 

it was determined that 76 million more people suffer from anxiety and 53 million from 

depression. For a change, medical treatments are not optimal and delay in making a diagnosis 

to determine what factors influence the patient and thus give them a specific, effective, and fast 

diagnosis. 

5.1.5 What type of emotions do depression and anxiety have? 
 
 

Figure 6. Depression Emotions                                                                       Figure 7. Anxiety Emotions 

. 

 

5.1.6 How would the patient be diagnosed by emotion? 

 

The intelligent affective system would have a big data, which already has the records of the 

patterns of emotions related to each pathology, it is important to note that these data have 

already been trained with the neural network (DSCNN) managing to identify and classify with 

high precision each emotion that differentiates one pathology from the other. 

The system runs in real time, i.e. the input data obtained through a microphone with sensors 

will be analyzing each part of the patient's speech, and then perform a recognition of emotions 

and group the data according to the classification of these, it proceeds to compare with the data 

that are in the system which determine what type of pathology corresponds to these emotions, 

if it is depression or anxiety. 

 

 

 Finally, the psychotherapist would have a more accurate report of the moods of his patient and 

what kind of factors cause him to have a certain type of behavior, and thus give an effective 
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diagnosis and treatment to the patient and short duration. 

 

6 SURVEY RESULTS 
 

We conducted a survey of our university classmates to determine whether they present 

symptoms related to these mental disorders and what type of external factors could be 

influencing them. We chose to establish an age range between 21 and 30. The number of 

respondents are 100 people between men, women and people who do not identify with 

these genders. 

 

Figure 8. Age of respondents 

 
Figure 9. Gender of respondents 
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Figure 10. City of Residence 

 

 

 

6.1 Factors that may influence the suffering of depression and anxiety 

The survey was conducted with questions based on possible symptoms that may occur in a 

person with depression or anxiety, which allowed us to know that most of our respondents could 

be suffering from these pathologies, however, the pathology of anxiety has not been the one 

that has the largest number of people who could suffer from it, rather it is depression and is the 

one that worldwide is the most common and dangerous because many people incur suicide. 

Figure 11. Percentage of respondents who may have these mental disorders 

 
 

Among the external factors that could influence the people surveyed were economic problems, 

lack of employment, love breakup, death of a family member or close person, and the Covid- 

19 that caused the confinement and led to an increase in depression and anxiety. Below are two 

graphs obtained from the survey where we can see these types of factors that can affect the 

individual. 

Total

Depression 64

Anxiety 36

P O S S I B L E  PAT H O LO G I ES  S U R V E Y E D  P E R S O N S
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Figure 12. Factor 1 economic situation 

 
 

 
 

Figure 13. Factor 2 Loss of a loved one 

 
7. DISCUSSION 

 

In this study, the proposed model architecture (DSCNN) with the use of deep stride strategy is 

considered an important advance in (SER), as it manages to reduce computational complexities 

as well as massive data processing due to this improves the accuracy of emotion recognition. 

Researchers have used many methods using manual features and high-level features for (SER) 

but none have been effective, including the use of (CNN) does not provide optimal results. For 

this study our model (DSCNN) uses a clustering scheme to recognize the speaker's voice 

signals. Our model used input spectrograms which represent the frequency of the voice in a 

two-dimensional image. Using deep frequency features the model obtained an accuracy of 61%. 

The training was with 100 epochs. This model is simple; however, an efficient and effective 

system (SER) is obtained. 
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8. CONCLUSION 
 

Innovations and studies in psychology are increasing more and more, due to the high demand of 

wanting to understand the patient's behavior and emotions, in certain types of events, experiences 

and traumas caused. In addition to knowing what types of external factors can influence and 

provoke the suffering of depression or anxiety. 

 

The (SER) is the basis of the study for the recognition of emotions through speech, this 

technology alone presents difficulties in accuracy and processing large amounts of data. Due to 

these challenges, we tested a deep CNN neural network model which is called (DSCNN), this 

model allows extracting high-level discriminative features and achieves higher accuracy than 

other neural networks and decreases computational complexity. 

 
The model was trained with the RAVDESS database, considering 8 emotions and a total of 

1440 audio-only files. Clean spectrograms were used for model input, which were previously 

processed to eliminate background noise. The results of the training of 100 epochs had a 

percentage of 61% in the prediction with this we can show the effectiveness of the model, the 

more the model is trained with more epochs the better its prediction will be. 

An intelligent affective system based on the (SER) and with the architecture (DSCNN) will be 

able to identify emotional patterns and effectively predict what type of pathology or mental 

disorder a person is suffering from. The architecture of the model must continue to be improved 

to achieve a higher percentage and perhaps in the future 100% in the prediction of emotions by 

means of voice signals converted into spectrograms. 
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10. ANNEX 
 

 

Annex 1. Implementation of a supervised learning algorithm for voice study. 
 

Table 5. Proposed implementation of a monitoring system by the authors of the article. (Alharthi, 2020). 

 
What type of 

system? 

What kind of 

algorithm? 

How would it 

help? 

What emotion 
would be 
studied? 

What report 
would it 
show? 

How would the data 

be obtained? 

Intelligent 

affective 

computing 

monitoring 

system 

Machine 

learning 

classification 

algorithm of 

the supervised 

learning type 

Assist the 

psychotherapist 

in assessing the 

effectiveness of 

psychotherapy. 

Types  of 

emotions 

expressed 

through the 

voices of both 

the patient and 

the 

psychotherapist 

This 

assessment 

would be 

made 

possible by 

means of a 

report 

containing 

graphical 
displays 

 

From the follow-up 

system at the end of 

the psychotherapy 

session and allowing 

to evaluate the 

dyadic interaction in 

terms of vocal 

synchronization. 

 
Appendix 2. Gartner chart 

 

Figure 14. Speech Recognition Trend (Gartner 20020) 


